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1. INTRODUCTION

The purpose of this report is to document the theory

of operation, operating characteristics, implementation and

test of a beamforming technology developed in-an Office of

Naval Research program. The technology is an analog FFT

beamformer implemented with operational amplifiers, resistors

and capacitors that can be used to implement beamformers of

2m3n5p by 2q3 r5s channels. These beamformers can be made

inexpensive, reliable, small and low power. In addition,

being analog, these beamformers have a very high data

throughput rate, and have been demonstrated as acoustic

imaging systems.

An analog focusing circuit has also been built and

tested. The purpose of the focusing circuit is to remove the

curvature from the received signal caused by a close source,

prior to beamforming.

This technology development first oegan in 1973 at The

Catholic University of America in Washington, D.C., where a

16x16 channel two-dimensional analog FFT beamformer was

designed and built. Bendix Corporation's Electrodynamics

Division built a square 16x16 hydrophone array, and the two

equipments were interfaced and tested in the water by the

Applied Research Laboratories of the University ot Texas

during 1974, 1975 and 1976. The results of these tests were

documented as motion pictures of passive moving targets.

During 1976 Catholic University also built printed circuit

cards for a 1x64 beamformer with focusing.

In 1977 and early 1078, Undersea Research Corporation

fabricated the 1x64 beamformer printed circuit cards into a

system and tested it in the laboratory. The purpose of these

tests was to establish that the technology could be

successfully applied to array configurations of more than 16

channels.
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Section 2 discusses the derivation and operating

characteristics of the analog FFT beamformer. Appendix A

continues this discussion of the analog FFT derivation for

large arrays. Appendix B gives a detailed derivation of the

beamformer's beam ambiguity resolution circuits.

Section 3 discusses the derivation and operating

characteristics of the beam focusing circuits.

Section 4 describes the particular hardware systems

that have been built and their test results.

Section 5 compares the advantages and disadvantages of

implementing the beamformer in advanced hardware technologies.

Section 6 discusses potential applications for this

technology and Section 7 presents conclusions.
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2. THE BEAMFORMER

2.1 INTRODUCTION

This section describes the analog FFT beamformer. It
outlines the derivation of the discrete Fourier transform
equations that were implemented in analog circuitry,

describes these FFT circuits, and discusses some of their

operational characteristics. It also outlines the derivation

of equations to resolve the left-right beam ambiguity

implicit in the Fourier coefficients and describes the

implementation of these equations in hardware. Both the FFT

circuits and the beam ambiguity resolving circuits are

required for most beamformer applications.

Further detail on the derivation of the FFT card is

given in Appendix A. The derivation of the beam ambiguity

resolver is given in more detail in Appendix B.

In addition, this section discusses such beamformer

operating characteristics as dynamic range, computation

errors and data throughput rate of the beamformer.

2.2 THE ANALOG FFT

The one-dimensional discrete Fourier transform (DFT)
is given by

N-1 .2w.
'j~kn

X(k) - x(n)e n k-0,1,...,N-1 (2-1)

n-0

where for a beamformer

X(K) is the output beam k

N is the number of hydrophones in the array

n is the index for hydrophone n

x(n) is the time trace of the data received by
hydrophone n.

Equation (2-1) can be written as

2-1



X~2w 2w (-2
n=O n=O

.k=O, 1,...,N-1

It can be shown that if the input data x(n) is real,

only independent output beams will be formed. That is X(i)

will equal the complex conjugate of X(N-1-i). This follows

from the following properties of 2,-.

-J2k(N-n) ji--kn 2

=iN-(N-k)n (2-3)

-j2---kn JIknN jfkNn
-M C (2-4)

This is the left-right beam ambiguity problem

mentioned in Section 2.1.

Equation (2-2) could be implemented directly by

summing the N hydrophone inputs x(n) where each is weighted
2-f

by the proper value of cos§Z!kn. The sum of the same N

hydrophone inputs weighted by sin kn could be formed, and

both factors combined in a way that would result in N

independent beams (as will be discussed later). An obvious

implementation arproach for both the real and the imaginary

parts of Equation (2-2) would be to use an operational

amplifier in a standard summation circuit as shown in Figure

2-1.

As N becomes larger than 4, the errors caused by the

large number of inputs load the operational amplifier and a

direct implementation of the sums in Equation (2-2) becomes

impractical. As in the case of digital FFT algorithms that

describe Equation (2-2) in a manner matched to the

operational requirements of digital hardware, it is desirable

to change the form of Equation (2-2) to match the type of

2-2



analog hardware implementation shown in Figure 2-1. An

obvious approach would be to derive the real and imaginary

parts of Equation (2-2) in the form of the summation of

summed terms where each sum contains no more than 4 elements.

If Equation (2-2) is considered for the case of only

16 inputs (N=16) it becomes

15 15

X(k) - x(n)cosjkn -j x(n)sinlkn (2-5)

n0O niO

For beam k-i the value of cosine factors that multiply

the data received by each hydrophone (n) are shown in

Figure 2-2 beginning at 1 for n-O and moving counterclockwise

around the circle for each succeeding value of n, that is

15

x(n)cos-n - x(O) + rx(1) + qx(2) + px(3) + ... (2-6)

n=O

For beam k-2, the cosine term begins at 1 for nmO and takes

on every other value counterclockwise around Figure 2-2, that

is

15

x(n)cos~n - x(O) + qx(1) - qx(3) - x(4) - ... (2-7)

n-0

For beam k-i, x(O) is multiplied by 1 and each succeeding

value of x(n) is multiplied by the sample i places

counterclockwise from the previous one. The values for the

sine factors that multiply the data received by each

hydrophone (n) are obtained in the same manner for each beam

2-3



(9l

R ~ 2

I x(4)

-- R5  R5  R R5
F x(1) -F x(2) +F x()+ -. (4

12 R3 W4

Figure 2-1. Typical operational amplifier summer with 4

inputs.
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1

o -

P p

0 0

-q -q

-1

Figure 2-2. Determination of samples of the first 16 terms

of the discrete Fourier series. p-sinw/8,

q-sin2w/8, r-sin3w/8, 1-sin2/2.
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k except that the coefficient of x(O) is always 0 and the

(9 multiplication factors begin at 0 (instead of 1) and move

counterclockwise around the circle. Figure 2-3 shows another

way of viewing this. This figure shows values of k only to

k=8, however as Equation (2-3) indicates, beams 9 through 15

are complex conjugates of beams 1 through 7 for the case of

real input data. Beam 0 is the broadside beam and beam 8 is

a beam whose sine component is zero for all samples.

A better view of the symmetry properties of Equation

(2-2) can be seen if Figure 2-3 is put in the matrix format

of Table 2-1, where x(n) represents the input data from

sensor n. If the proper inputs, x(n), are summed together to

take advantage of the symmetry of Equation (2-2), Table 2-1

can be simplified as shown in Table 2-2. Si is the value

sine multiplier in Equation (2-5) for the ith beam, and ci is

the value of the cosine multiplier.

Table 2-2 sums two input data channels together and

reduces the number of multiples required for each beam by a

factor of 2; there is no change in the number of additions

required. By taking advantage of the symmetry remaining in

Table 2-2, the number of multiples can again be cut in half

without changing the number of additions required, as shown

in Table 2-3. Each sum now contains four terms and can

easily be implemented by using the circuit shown in Figure

2-1. A circuit implementation is shown in Figure 2-4;

indices 16 through 47 are the same as those shown in Table

2-3. There is some symmetry in Table 2-3 that could be used

to further reduce the number of multiplications required,

however this would produce little additional advantage since

the same number of circuit components are required for

addition as for multiplication, a'id since the number of

inputs to e ch operational amplifier has been reduced to a

maximum of 4 in Figure 2-4.

If N is greater than 16 the same technique can be

employed to derive the Fourier transform circuits. In fact,

2-6
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n =0 1 2 3 4, 6 7 8 9 10 11 12 1I3 1'4

sensor Input (n)= 0 1/4 1/ /4

Figure 2-3. The first 16 functions of the discrete Fourier

1 ( . series as a function of k and n.
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0 1 2 3 '1 5 6 7 8 9 10 11 12 13 141]5.. - 7 IT- -

p(n) A B "C D L.' F' GJ K L Mt N 0 1

0 q q q q q q q q q q q q q q q q

$1 0 p q r 1 r q p 0 -p -q -r -1 -r -q -p

CI I r q 1) 0 -1) -(1 -r .-I -r -q -1) 0 p) 4 r

s2 0 q 1 q 0 -q -1 -q 0 (1 1 q 0 -q -1 -q

c2 1 q 0 -q -1 -q 0 q 1 11 0 -(1 -1 -q 0 q

s3 0 r q -p-1 -p q r 0 -r -q p 1 1) -q -r

c3 1 p -q -r 0 r q -p -I -p q r 0 -r -q p

w4 0 1 0-1 0 1 0 -1 0 1 0 -1 0 1 0 -1

A c4 1 0 -1 0 1 0 -1 0 1 0 -1 0 1 0 -1 0

85 0 r -q -p 1 -p -q r 0 -r q p -1 p q -r

cS 1 -p -q r 0 -r q p -1 p q -r 0 r -q -p

86 0 q -1 q 0 -q I -q 0 q -1 q 0 -q 1 -q

CS 1 -q 0 q -1 q 0 -q 1 -q 0 q -1 q 0 -q

87 0 p -q r -1 r -q p 0 -p q -r 1 -r q -p

c7 1 - q .-p 0 p -q r -1 r -q p 0 -p q -w
- - -

8 .- - 1 - - - 1 - -"- - 1- 1 .-1 1--- -

Table 2-1. The values of the samples of the 16 functions of

the Fourier series in Figure 2-3. pisinw/8,

q=sinr/4=2/2, r=sin3w/8 .
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. .... , , , . __ ,, :' ,X ' ' . ' ° '' ' ' ,  . ... .. .... . o. .. ........ .. .

W 14Z 0Q OW P4 :R Z 0
+ + + + + + + + I I I I I I

0 q q q (1 q q q1 q

0 p q r 1 r q p

cl K r q p 0 -p -q -r

s2 0 q 1 q 0 -q -1 -q

c2 1 q 0 -q -1 -q 0 q

s3 0 r q -p -1 -p q r

c3 1 p -q -r 0 r q -p

s4 0 1 0 -1 0 1 0 -1

c4 1 0 -1 0 1 0 -1 0

s5 ( r -q -p 1 -p -q r

c5 1 -p -q r 0 -r q p

s86 0 q -1 q 0 -q 1 -q

c6 1 -q 0 q -1 q 0 -q

s7 p p -q r -1 r -q p

c7 I -r q -p 0 p -q r

c8 - - - - - --

Table 2-2. Sums and differences of the inputs A...P and the

- values 0, ±p, +q, +r, +1 of the samples of the

16 functions of the Fourier series by which they

are multiplied.
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16 17181920212223 2425262728 293031

I |O'~. OyP

1-4 Hq r - rl r4  H4 - r 4- 4 4 v4 14 H .4 V -4
+ + + + + + + + - I I I . I

%. .0q ., 10 %. _e%0 %.0i 4 %-4 %-4S4 tWDIO

+ 0+ -+ + + + + 
01% 01% 00400I M W .4 00 (1 - 0 v-4 1-4 v-I M4 0 vH-I0() 0 q

+ + + + + + + + I i I i I

32 0 q q q q

40 sl p q r

44 c1 r q p

36 s2 0 q 1 q

7 c2 1 q 0 -

41 s3 r q -p

45 c3 p -q -r

33s4 0 1 0-1

34 c4 1 0 -1 0

42 s5 I r -q -p

46 c5 1-p -q r

- - - - - - - - - - - - - -. ...-- - -

38 s6 0 (1 -1 (

39 e6 1 -q (1

~43 s7 -1 p -q r

47 c7 q -p

35 c8 1 -1 1 -1

Table 2-3. Sums and differences of four samples A.. .P and

the values 0, +p, +q, +r, +1 of the samples of

e the 16 functions of the Fourier series by which

they are multiplied.

2-10



Cy ~ ~ - . (Z . LY Ir Cy CT ClT Cl Cl C

Cl - CD -. l C I C CL a . Cma- c

C3, CD L -- UD -r a. - ca

Cr C-- +--C)2 l ( * 0 C 3C

CT -7 D - L T C I C. a- &. a . a ). a.

- C-) 7 - CD C:) Cm~ C=D 7 .

(,T CT CT L r C). a. a- a.j- a C1. t-.
( 4

0, CD C.) LT LA r T CYl CIO CT Cl C7
L4 C ) LT- L-aa

Cl 7y C) I I C l I CL a- C). a.- a.

;Y 4 C-, C-) C)) (a

QCl z ecc1 CA:C

14 LA- 4 a: L Li X IL A

Q- L- CIn Co (j Co C3

Cl CJ n; mC - - .)C Da-- a;

t I-, UDf C.) ) L( 10 C" 0 0n 0: 0 ) LI I)

r- a- 4 1 C' a- - a)U (. 0 C.-) r - - . .. ) - J L %r .04) -

M t a.- L0 r t I Q. t n
~ * 4 4 a a a a a a , 4

~j Figure) 2 2a-4.L 1) chane ana : L.D circuit.

a-... , 4 4 a a a a 4 2 -11



like the digital FFT algorithms, this technique can be shown

to work for any system with 2k3m5 n inputs, where

k,mgn=O,1,2.... This is discussed further in Appendix A.

In the application of interest here - beamforming -

each input, A,B,C,...,P, in Figure 2-4 is a channel of analog

data, and each analog output, 32,33,34,...,47, is either a

sine summation or a cosine summation for beam k in

Equation (2-5). Since for most beamforming applications the

input data is real, half of the output beams will be complex

conjugates of the other half, only 7 sine and 7 cosine terms

are required to define 14 beams, of which only 7 are

independent. The broadside beam is also an independent beam.

The eighth cosine term, for k-8 in Figure 2-3, will provide

a beam that cannot bo resolved between the left and right
side of broadside.

2.3 BEAM AMBIGUITY RESOLUTION

It was shown in Section 2.2 that for N channels of
linput data only independent output beams are obtained;realinudaaol-gidpnetotubemaroban;

beam k is the complex conjugate of beam (N-k), where k=O is

the broadside beam. If only the real portion of beam k is

displayed (see Equation (2-2)) it will be identical to the

real portion nf beam (N-k). To differentiate between these

two beams the imaginary portion of each beam must be

incorporated into the displayed data. An obvious approach to

solve this ambiguity would be to phase shift the imaginary

term in Equation (2-2) by 900 and add it, with the

appropriate sign, to the real term. As will be shown in

Appendix B, this does produce unique output beams for the

case of narrowband input signals.

An implementation of this beam ambiguity resolving

approach using an operational amplifier integrator circuit is

shown in Figure 2-5. Si and ci in Figure 2-5 are the output

sine and cosine terms from the Fourier transform circuit of

Figure 2-4.
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A complete beamformer with N analog input channels of

_( data and N-1 unique analog beams out would require a circuit

like that in Figure 2-5 for each sine and cosine output pair

from the Fourier transform circuit. Figure 2-4 would require

7 such circuits producing two unique beams each. The output

at indices 32 and 35 are the broadside beam which is unique

and the endfire beam respectively.

The implementation of the beam ambiguity resolver

circuit and the analog FFT circuit are similar. This could

be an important consideration if sophisticated packaging

techniques were being used, as will be discussed in Section 5.

2.4 BEAMFORMER OPERATING CHARACTERISTICS

The beamformer described by Figures 2-4 and 2-5 takes

N channels of analog data in and outputs N-1 unique analog

beams. Since the beam ambiguity circuit (Figure 2-5) uses an

integrator to obtain a 900 phase shift of a sinusoid, the

resulting beamformer is rather narrowband, however over the

passbaad of the beamformer the beam pattern is identical to

that of any Fourier transform beamformer with N inputs; the

beam width and beam look direction are a function of the

frequency of the input data.

The implementation of the Fourier transform equations

in Table 2-3 is given by Figure 2-4. The constants

multiply:.ng the input to each operational amplifier can be

simply approximated by the resistor ratio, as shown in

Figure 2-1; this approximation assumes that the circuit's

bias currents are small. Errors in the resistor values will

result in errors in the factors 1,0,p,q, and r in Table 2-3.

The effects of these errors are similar to the effects of

filter coefficient quantization errors in a digital FFT

circuit. The smaller the error tolerance on the resistors

used, the smaller the filter coefficient errors will be and

the lower the errors, or noise, in the output beams will be.
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There has been considerable effort spent investigating

(the effects of digital FFT filter coefficient quantization

errors. While there is no direct relationship between

resistor tolerances, given in percentages, and digital filter

word sizes, it is possible to obtain the errors in the summer

output of Figure 2-1 due to the resistor tolerances. These

errors can be compared to the filter output errors due to

filter coefficient quantization errors. This will allow the

error analyses of digital FFT's to be used as a bound on the

expected output error for the type of analog FFT circuit

shown in Figure 2-4.
LeA ri

t -- be one of the desired filter coefficients

as shown in Figure 2-1. If the actual resistors have

tolerances of +e% of their value and are uniformly

distributed over that range of values, then the actual value

of k implemented will be

(I + Si)r i _€€

k - (1 + S5)r 5  where _e < Si, S -c (2-8)
(1 + S )r Y5  - 5. 1005

The error in the implemented filter coefficient can be

represented as

+ ERROR k (2-9)

The maximum k then becomes

[1+ r rik = + LARGEST POSITIVE ERROR -

IT___

+ 2c I for smalle (2-10)

LARGEST POSITIVE ERROR = 2ek (2-11)
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The minimum k becomes

k = k-LARGEST NEGATIVE ERROR = k [1- 2] k

(2-12)

LARGEST NEGATIVE ERROR = 2ek (2-13)

A digital filter coefficient capable of representing k
to within +2ck would require at least b bits where

1

bilog2 - (2-14)
2ck

The minimum b will be obtained for the maximum k,

which for an FFT algorithm, will be k-1. Therefore the

minimum number of bits required to duplicate the errors

expected in the circuit of Figure 2-1 is

1

bmin 0log2 1 (2-15)

For c=10%, 2 <bmin<3 bits. For e-5%, 3 <bmin< 4 bits. For

=1%, 5<bmin<6 bits.

Weinstein [6,8] has investigated the effects of

digital FFT coefficient quantization statistically, i.e.,

each coefficient was assumed to have a random jitter.

Although the nature of coefficient quantization is inherently

nonstatistical, he has experimentally shown the results to be

roughly correct. His model for the ratio of the mean square

output error (SE) to the mean square output signal is

E

N- E =(logy N) (Variance of the Coefficient)
1 r
N If(n) 1

n=O

(2-16)
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where N is the number of inputs and r is the radix of the

9algorithm used. Since for the analog FFT implementation of

Figure 2-4, r=4, and for a digital FFT r=2, the reduced

number of stages in the analog implementation should result

in less error, for a given N.

Tufts, Hershey and Mosier [7] have simulated the

effects of digital FFT coefficient quantization errors on the

transform X(k) for various representations of the filter

coefficients. They have determined the spurious sidelobes

caused by the filter coefficient quantization as a function

of N, the number of FFT inputs. For the worst case, N>64 and

sign-magnitude representation of the coefficients, the

largest spurious sidelobe as a function of the number of

magnitude bits is given in Table 2-4,

From Table 2-4, if 10% resistors are used to implement

the analog FFT circuit, the beam pattern distortions caused

by the resistor tolerance can be expected to be better than

-23.6 dB below the mainlobe. If 1% resistors are used, the

maximum error sidelobe will be better than -40 dB down. If

the assumption that the only significant error in the analog

FFT circuit is that caused by the resistor errors is correct,

then Equation (2-15) and Table 2-4 give the maximum spurious

sidelobe expected for an analog FFT circuit. This is because

the derivation above is done for the worst case of e and k.
In addition, Table 2-4 is based on a radix 2 system that will

have log2 [N] stages of multiplication, where N is the number

of inputs. The analog FFT with 4 inputs per operational

amplifier requires only log 4 [N] stages of multiplication,

resulting in less output beam error than shown in Table 2-4;

Equation (2-15) indicates half the error.

Figure 2-6 shows the theoretical broadside beam

pattern for a line array of 64 equally-spaced hydrophones

with no data weighting. The hydrophone spacing is assumed to
be half of the input signal wavelength. Also shown on this

figure as horizontal lines are the largest sidelobes as a
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r7, )

Number Power Level
of of

Magnitude Bits Largest Sidelobe

H (dB)

0 -12.0

1 -15.3

2 -23.6
3 -29.1

4 -36.6

5 -41.8

6 -46.3

7 -51.4

8 -60.4

9 -65.0

10 -71.0

11 -77.0

12 -83.4

13 -89.7

14 -95.6

15 -99.7

Table 2-4. Spurious sidelobe levels for different degrees

of FFT coefficient quantization.
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function of the number of bits used to represent the FFT

filter coefficients taken from Table 2-4. Figure 2-7 shows

the same data except that only the peak of each sidelobe is

plotted. As can be seen, if a 64 input analog FFT beamformer

uses 10% resistors, the peak spurious error sidelobe will be

about equal to the fifth sidelobe from broadside and will be

equivalent to a digital system using between 2 and 3 bits to

represent the filter coefficients if the input data has no

quantization error. If 1% resistors are used, the peak

spurious sidelobe will be about 7 dB below the smallest

theoretical sidelobe shown and equivalent to between 5 and 6

bits for filter quantization. If the more sophisticated

packaging techniques discussed in Section 5 are used,

resistor tolerances of 0.1% and better are well within the

state of the art. This is equivalent to using 8 bit filter

coefficient words and results in spurious sidelobes that are

better than 25 dB below the smallest sidelobe in Figure 2-7.

Since the input data is not quantized, the output data will

have significantly less error than a digital filter using 8

bit filter coefficient.

2.5 THE TWO-DIMENSIONAL ANALOG FFT

The discrete Fourier transform in two dimensions is

given by

N -1 N -1

(2-17)

kl=0,1,...,Nl-

k2=0,1,...,N2-1
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i [2rnk

X(k1 ,k2 ) = I X(nl,n2)

(2-18)

Equation (2-18) shows that the two-dimensional analog

FFT can be implemented one dimension at a time as shown in

Figure 2-8. Each plane in Figure 2-8 represents a lxN

analog FFT circuit, such as shown in Figure 2-4. The rows of

inputs from the receiving array are first transformed in the

X-direction. The resulting transformed outputs are inputs

to the Y-direction transforms, also implemented by circuits

as shown in Figufa 2-4.

As will be discussed in Section 4, a 16x16 array of

hydrophones and a 16x16 analog FFT circuit have been built

and tested as an acoustic imaging system. Such a system is

shown in Figure 2-9. The sound projector illuminates the

object plane. The 16x16 array of hydrophones receives the

sound pressure that is scattered from the object plane and

turns it into 162=256 electrical signals. Sixteen printed

circuit cards similar to the circuit shown in Figure 2-4

transform the data in the X-direction. Sixteen additional

cards transform that data in the Y-direction, resulting in

16x16 points in the object plane being resolved for display.

Since the data throughput rate of the analog circuits is

very high, the potential for television-like moving images

exists with this technology.
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3. FOCUSING

3.1 INTRODUCTION

This section discusses pre-beamforming electronic

filtering of signals from close sources received by an array

that makes the data approximate plane waves. Most

beamformers, including the one discussed in Section 2, assume

the received signal will be a plane wave. Deviations from

these assumptions cause errors in the output beams. Pre-

filtering the wave to straighten its spherical shape across

the array removes the output errors. This process can also

be viewed as focusing the beamformer on a close source. As

with focusing optical systems, a priori knowledge of the

distance to the source is desirable.

The focusing technique discussed here will be for

narrowband input signals, and will phase-weight the input

data on each sensor to compensate for its phase relative to

a reference input channel. Such circuits have been built and

laboratory tested on the 64 input beamformer system.

Section 3.2 derives the focusing equations in one-

dimension and briefly discusses the two-dimensional case.

Section 3.3 investigates the errors caused by being

out of focus.

3.2 ELECTRONIC FOCUSING

This section will first derive the sensor-to-sensor

input signal phase differences from a close narrowband source

in one-dimension. It will then illustrate a processing

technique to eliminate these phase differences and make this

input signal look like a plane wave and will discuss an

implementation of this processor. Finally, focusing in two-

dimensions will be discussed.

Consider the one-dimensional array of Figure 3-1.

The distance between the plane of focus and the hydrophone

array equals R. The point Wo on the plane of focus has the

distance
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(R 2 + R2 tan2 ) = R(1 + tan28) (23 )

U
from the center of the array. The distance between the

point WO and an arbitrary hydrophone i is defined by the

relation

[R2 + Rtan a- !L')2] - R [l +tan I di)12 1h

for i odd (32)

The difference of the distances of Equations (3-1) and

(3-2) multiplied by 2- is called the relative phase *(iRB):

-(~s 1 + (tan 0 -;di) 2] - (1 + tan2 )
for i odd (3-3)

2111!2 21*(iRO) --r- [se 2 tan B+ d - + sec

for i odd (3-4)

For small values of I one may replace sec a by 1, and tan 8

by sin 0 giving

- sinB+- J " for i odd (3-5)
di

If, in addition, d- is small for all values of i, then the

square root term in Equation (3-5) may be approximated as

d2 d2]k 1 di i d 212
1 d i- sin d + / * di + (3-6)
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giving

12 2,(I 21) 2R di d i2
-dsin a + for i odd (3-7)

As will be seen in Section 3.3, this approximation is valid

for most cases of interest and will be considered throughout

the remainder of this section.

Assuming a narrowband source v(t),

v(t) - V sin wt (3-8)

the output voltage of hydrophone i in Figure 3-1 is denoted

v(iRst), where

v(iR t) - V sin Wt- *(iR$)] (3-9)
Using the approximation of Equation (3-7) one obtains

the following output voltages:

v(iRat) - V sin [t + sin B 4 - (3-10)

for i odd

Equation (3-10) can be rewritten as

v(iR~t) = V sin + dR sin a cos e

+ cos( wt + d sin B) sin e (3-11)

where i is odd and

= id212  (3-12)

O3R
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and Equation (3-11) is the voltage at the output of

hydrophone i. The desired voltage into the beamformer on

channel i is the voltage from a plane wave, i.e. R+-, or,

VD(iRot) = V sin IWt + sin 1 for i odd (3-13)

A rather straightforward approach to processing

Equation (3-11) so that the result is Equation (3-13) is

given by Equation (3-14).

vD(IRt) - v(iRst) cos e + v*'iRot) sin e (3-14)

where

v*(iRot) - Jv(iRst) dt (3-15)

One of the major advantages to the techniques

described by Equation (3-14) is that it can be implemented

in hardware that is compatible with the analogFFT

beamformer described in Sec~ior 4.

Equation (3-14) requires the multiplication of two

time variable voltages v*(iR~t) and v(iRot) with two
td2 i2  2

constants, sin u and cos - -. The constants have to

be computed every time a new focusing distance R is

required. This computation is most readily done by a

microprocessor, and the constants are then available as

binary numbers. Hence, we need a multiplier that can

multiply a rapidly varying voltage with a binary number.

Commercially available digital-to-analog converters

can provide this capability. An implementation of
2Equation (3-14) is shown in Figure 3-2. Since i appears in

e, the multiplication terms sin 0 and cos 0 will be the same

for hydrophones at +i and -i and these circuits may be

combined to save components.
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In Figure 3-2, the operational amplifier circuits

containing All and A21 are integrators and implement

Equation (3-15). The circuits containing A12,A22,A31 and

A32 are used to bias the zero mean AC input signal about a

positive mean voltage, i.e. the output of these circuits is

always positive. The DAC's and the associated circuitry

containing A41,A42,A51 and A52 provide four two-quadrant

multipliers that implement Equation (3-14). Digital numbers

representing the values of sin 6 and cos e are serially

shifted into SRrl and SRr2 respectively. These values are

then fed into the DAC's for multiplying the signals v*(iRst),

v*(-iR~t) and v(-iRot) respectively. The summation in

Equation (3-14) is provided by the circuit containing A51 for

vD(iRt) and A61 for VD(-iRBt).

Electronic focusing in two-dimensions is a direct

generalization of focusing in one-dimension. The arriving

wavefronts are spherical and a square array will be assumed

as shown in Figure 3-3. The 16x16 hydrophones in Figure 3-3

are numbered from the center of the array. The circles

connect the hydrophones that are the same distance from the

center of the array. If a source is assumed at an angle OX

from the center of the array in the X-direction and Oy from

the center of the array in the Y-direction, then by using the

same small angle (Ox and A,,,) assumptions as were used to

obtain Equation (3-5), and the assumption that the array

aperture is small compared to the distance to the source,

i.e. Equation (3-6), then the relative phase difference

between a signal arriving at the center of the array and at

hydrophone s,p can be shown to be

2 p~y sin OX  sin Oy + - -- +

for s,p odd (3-16)
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I Figure 3-3. Two-dimensional array of 16x16 hydrophones.

The hydrophones with equal distance from the

center of the array are connected by circles.
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The two-dimensional hydrophone output voltages become

v(spR0 .BY t) = V sin (wt - *(spR0xsy)j for s,p odd (3-17)

= V sin (wt + ' s sin X + W p sin

-fd 2 s2  p2

- ( + for s,p odd (3-18)

V C t + ( sin + psin sin e

(3-19)

where s and p are odd and

id 2 2e 4 TXR (s + P) (3-20

The desired output voltage VD(spR0x~y) is given by

VD(spRaxByt) = v(spRox8yt) cos + v*(spR$X8yt) sin (3-21',

where

v*(sPRx8yt) fv(spRoxoyt) dt (3-22'

The circuit of Figure 3-2 with Equation (3-20) substituted

into the cos 0 and sin 0 terms will provide focusing in two-

dimensions.

3.3 OPERATING CHARACTERISTICS

This section discusses errors in the beam pattern that

result from errors in focusing.
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The circuits derived in Section 3.2 are based on

the approximation for the relative phase, *(iRs), given

by Equation (3-7). This approximation assumed that the

source was close to the broadside direction, 8 is small,

and many array apertures away, the maximum d A is small.R R
If both assumptions are true, the derived focusing system

will produce satisfactory results. Figure 3-4 shows the

required target range as a function of the array aperture in

wavelengths for a maximum phase error of A/8. If 8 is in

fact not small (0=450), then the target range and the array

aperture parameters must fall into the unshaded region to

the left in Figure 3-4 for a X/8 phase error tolerance to be

maintained. If 8 is small (0<10), then the target range

and array aperture parameters must fall to the left of the

doubly shaded region of Figure 3-4 for the phase error

tolerance of X/8 to be maintained.

The remainder of this section considers the case

where Equation (3-7) is valid, but where the target doei not

reside in the plane of focus, i.e. R is incorrectly known.

Figure 3-5 shows the broadside beam for a square array

of 16x16 hydrophones and an aperture A that is 15 times the

closest neighbor hydrophone distance, A-15d. The distance R

to the target equals 10A and the target is at broadside.

The diffraction pattern is not circularly symmetric since the
1

hydrophone array is a Cartesian array.

The excellent diffraction pattern of Figure 3-5

degenerates rapdily if the object is not at the focusing

distance R but at another distance RO. The resulting

diffraction patterns are shown for R0 - 14A,IOA,8A and 7A in

Figure 3-6. The pattern is not only widened but its center

may become smaller than other sections of the pattern if-the

focusing distance R differs from the actual distance R0. For

The computer plots of this section were obtained by
Mohamed (1976) through simulation of the sound waves,
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Figure 3-4. Target and array parameters required for a

maximum phase error tolerance of X/8. (After

D. H. Brown, Naval Ship Research and Development

Laboratory, Panama City, Florida.)
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instance, the image of the poorly focused point at broadside

in Figure 3-6 looks like a properly focused image of four
adjacent points.

Some of the asymmetries in Figure 3-6 are due to the

small number of 16x16 hydrophones, since an array with an

even number of hydrophones is inherently asymmetric if one

wants to form the broadside beam. This type of asymmetry

decreases with an increasing number of hydrophones. Hence,

diffraction patterns for an array with 64x64 hydrophones

are shown in Figure 3-7. The focusing distance equals R=5A

while the imaged point is actually at the distance

R0 n 6.5A,6A,4.5A or 4A.

The comparison of Figures 3-6 and 3-7 shows that the

reduction of the realtive focusing distance R/A from 10 to 5

makes the patterns more sensitive to an incorrect distance

R. This sensitivity is well-known in photography as the

reduction of the depth of field with decreasing distance of

the object.

The depth of field is generally defined as the

deviation of the object distance R0 from the focusing

distance R that can be tolerated without making the image of

a point at R0 appear objectionably blurred. The more

specific definition varies according to the intended use.

In optics one generally uses a definition based on geometric

optics. The image of a point out-of-focus is a circular

disc according to geometric optics. The image of the same

point in focus yields a diffraction pattern (or beam pattern

in acoustics) according to wave optics. The point is within

the depth of field if the radius of the disc is no larger

than the distance of the first zero corssing of the

diffraction pattern from its center. This definition is not

suited for acoustic beamforming. However, it defines the

depth of field essentially by requiring that the beam

F. pattern of the ouL-o'f-focus image should not be more than

twice as wide as the beam pattern of the focused image.

This definition is usable in acoustic beamforming.
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Figures 3-6 and 3-7 show that the diffraction

patterns are not rotationally symmetrical and that they

depend slightly upon the number of hydrophones. Hence, we
will consider the depth of field only for one-dimension and

a large number of hydrophones.

For R=R 0 and a broadside look direction we obtain the

familiar sin nX/Nsinx beam pattern as discussed in

Appendix A. The distance between the first two zero

crossings equals 2X/A. For a value of R0 OR we obtain a

pattern with a larger angle between the zero crossings. The

two values R0 = Rmax > R and R0 = Rmin < R, for which the

distance between the zero crossings is doubled to 4X/A, are

of interest. The difference R - Rmin - RF is the front

depth of field, and the difference Rmax - R = RB is the back

depth of field. The sum ARF + ARB is the depth of field.

The only practical way to obtain Rmax and Rmin is to

let a computer determine the beam pattern for various values

of R0 and check for which values the distance between the

first zero crossings is just twice that for R-RO. The

values so obtained for ARF and ARB , normalized by the

aperture A, are plotted versus R/A for various values of A/A

in Figures 3-8 and 3-9. One may readily see that the back

depth of field accounts for most of the depth of field, and

that it increases much more rapidly with R/A than the front

de h of field.

Focusing provides the greatest reduction in

beamformer output error when the system operates just to the

left of the shaded area in Figure 3-5. For a broadside

signal B=O, the focusing circuits derived will give

reasonable results anywhere to the left of the double cross-

hatched area. If the particular beamformer is used in a

configuration such that it operates in the lower left-hand

corner of Figure 3-5, i.e. A<70 and A<500 , Figures 3-8
and 3-9 show that the system's depth of field will be low,

i.e. small errors in estimating R will result in large
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beamformer output errors. In this case, an operator-

adjustable focusing capability is probably required. As

discussed in this section, this can be easily achieved with

the circuit of Figure 3-2 where the multiplication factor in

the DAC's is supplied by a microprocessor. If the

beamformer is to be operated in the unshaded upper-half of

Figure 3-5, then a reasonable approach would be to provide a

close-in fixed focusing distance and take advantage of the

resulting large backfield of view indicated in Figure 3-9.
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4. HARDWARE DESCRIPTION AND TESTS

This section describes two separate hardware systems

that were designed and built using the analog FFT technology.

The first system built was a two-dimensional underwater

acoustic imaging system that has produced motion pictures of

moving targets. It is discussed in Section 4.1. The second

system was a one-dimensional beamformer with a focusing

capability that was tested in the laboratory. It is

discussed in Section 4.2.

4.1 THE TWO-DIMENSIONAL ACOUSTIC IMAGING SYSTEM

4.1.1 Introduction

The acoustic imaging system was designed and built

at The Catholic University of America in Washington, D.C. in

1973. The system consists of a square array of 16x16=256

hydrophones built by Bendix Corporation's Electrodynamics

Division, and a 256 channel analog FFT receiver built at

Catholic University.

The system was tested by the Applied Research

Laboratories (ARL) of the University of Texas at Austin at

their Lake Travis Test Station during 1974, 1975 and 1976.

Section 4.1.2 discusses the hardware in more detail

and Section 4.1.3 discusses the test results.

4.1.2 Acoustic Imaging System Description

A rear view of the in-water portion of the acoustic

imaging system is shown in Figure 4-1. It consists of a

100 kHz active source mounted on top of a passive receiving

array. The receiving array consists of 256 hydrophones -

16 columns of 16 hydrophones each and their preamplifiers.

Two preamplifiers are mounted in each protective housing,

resulting in Wae configuration shown in Figure 4-1. The

array is about 140 cm on a side, giving about 37 wavelengths
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between hydrophone centers at 100 kHz. Grating lobes are

< about 100 off broadside in both the horizontal and vertical

directions with this array design.

A conceptual view of the 256 channel processor is

shown in Figure 4-2. As discussed in Section 2, the array

inputs are processed by row, forming sixteen 1x16 analog FFT

coefficients in the proper order. Columns of sixteen similar

FFT coefficients are again FFT'ed to produce ordered two-

dimensional FFT coefficients (or beams) of the input data.

Since the system is analog, the coefficients are analog

functions of time. The coefficients are processed for

amgiguity resolution, as discussed in Section 2 and

Appendix B and then displayed. The original display, shown

in Figures 4-2 and 4-3, was an array of light-emitting

diodes, one for each beam produced. This display was later

discarded and the light-emitting diodes were not sufficiently

uniform to display half-tones. The use of a television

monitor as a display solved these problems. The complete

system described by Figure 4-2 occupied one standard rack, as

shown in Figure 4-3,

Each of the thirty-two 1x16 analog FFT cards used in

the system is similar to the circuit shown in Figure 2-4.

4.1.3 System Tests

All of the tests which are discussed here were made by

the Applied Research Laboratories at their Lake Travis Test

Station. The array was mounted underwater and data was taken

using controlled active and passive targets.

During 1975, receiving beam patterns, dynamic range,

and spatial resolution measurements in the far, intermediate

and near acoustic fields were made on the system.

To measure the beam pattern, an active sound source

operating at a frequency of 100 kHz was located about

500 feet from the hydrophone array. The array was then

rotated and tilted to change azimuth and elevation. The
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Figure 4-3. Complete processor containing a beamformer for

256 beams (a, b, c) and a light-emitting diode

display (d).

4-5



light point on the light-emitting diode array display

K) representing the image of the sound source wandered
horizontally and vertically across the display according to
the direction of the array axis relative to the straight line

between array and sound source. Figure 4-4 shows a typical

farfield horizontal beam pattern of a single element of the

array measured at the input of its preamplifier. A typical

such farfield horizontal beam pattern measured at the input

to the display matrix is shown in Figure 4-5. The

improvement due to the beamformer is obvious. The large

amplitude lobes located at 100 intervals either side of 00

in Figure 4-5 are the result of the element spacing in the

array. The half-power beamwidth of a lobe is nominally

0.670. Analogous patterns measured in the intermediate and

nearfields of the array are shown in Figures 4-6 and 4-7

respectively. The latter beam appears to be collimated.

The sidelobe energy in Figure 4-6 is actually 30% of the

mainlobe energy. This compares to a theoretically-expected

value of 22%, the difference is due to the tolerances of the

hydrophone array and the processor.

Resolution of two point sources in the far field of

the array is shown in Figure 4-8. The sources were of

unequal strength. Each pattern of the drawing shows signal

level versus azimuthal angle recorded as the array was

scanned past the two sources. The angular separation of the

sources was 1.310 for the upper pattern, 1.00 for the lower

pattern. The latter separation is clearly resolved.

As mentioned in Section 4.1.2, during 1976 the Applied

Research Laboratories constructed and installed a 256 channel

multiplexer between the receiving array and the beamformer.

In addition, a television monitor was installed to replace the

light-emitting diode display. Using this improved system, a

two-dimensional distributed array of scatterers, shown in

Figure 4 9, was fabricated and installed on an underwater

rotator at the Lake Travis Test Station in the far field of

4-6



-.-

20

- -30

Figure 4-4. Single element farfield beam pattern.

4-7



0*

330* 300

Figure 4-5. 16-element processed beam pattern, farfield.

4-8



0*

4-

Figure 4-6. 16-element processed beam Pattern, intermediate
field.

4-9



-0-

3300 300

3

-40

Figure 4-7. l6-element processed beam pattern, nearfield.

4-10



II

0-

~0

340* 0

IV

3I0" ---- 30--0

3d 00
0

S-' 200

-3 0

Figure 4-8. Signal amplitude versus azimuthal bearing

patterns, two-point source.

4-11



U

O'f .02
b, b2

/ 02 0-

b, b3

00

aDISTANCE, b: RESOLUTION CELL SEPARATION
a,:, 1.52 bl :  1.0

S2 : 3.35 62: 2.2

03a 4.57 b 3: 3-0

Figure 4-9. Two-dimensional distributed target.

I41

4-1

I u .



the array, and a 16 m movie film of the television display

as the target was totated from beam to beam was made.

Selected frames from this film showing the target (a model

thereof) at different aspects and the associated CRT images

are shown in Figures 4-10, 4-11 and 4-12. (The brightened

cells at the top right of the CRT display are caused by

oscillating preamplifiers.)

The display in the movie is much easier to interpret

because of information introduced by being able to see the

motion of the target. However, the system does produce

underwater moving images using acoustic energy. The major

quality difference between normal television pictures and

the pictures shown in Figures 4-10, 4-11 and 4-12 is the

spatial resolution of the image. The spatial resolution of

the acoustic imaging system can be increased to any desired

level by increasing the number of channels in the system

beyond 16x16. The next section (4.2) discusses the

laboratory tests of a 64 channel beamformer. If 128 of these

64 channel beamformer systems were configured in an acoustic

imaging system as shown in Figure 4-2, the resulting system

would have 16 times the resolution of Figures 4-10, 4-11 and

4-12.

4.2 THE 64 CHANNEL BEAMFORMER SYSTEM

4.2.1 Introduction

The 64 channel analog beamforming system consisted of

a 100 kHz analog focusing subsystem, as described in

Section 3, and a 100 kHz analog FFT beamformer, as discussed

in Section 2 and Appendices A and B. The actual printed

circuit cards for both focusing and beamforming were designed

and built at The Catholic University of America. The printed

circuit cards were then fabricated into a system and tested

at Undersea Research Corporation.
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Figure 4-11. Display of a distributed target and image

formed by a 16x16-elemelt array. 4w0900
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All tests were conducted in the laboratory using

. 100 kHz broadside input signals. This made it impossible to

measure some system parameters; however, the objective of

the laboratory test was to demonstrate that beamforming

technology developed during this progrwo was applicable to

systems with other than 16 inputs. In addition, a more

sophisticated waveform simulator was not available.

Section 4.2.2 describes the 64 channel beamformer

with focuEing. Section 4.2.3 discusses the testing of this

system.

4.2.2 The 64 Channel Beamformer Description

The analog 64 channel beamformer consisted of four

7"x14" printed circuit cards, two analog FFT cards, and two

beam ambiguity resolution cards. Each FFT card has 32 inputs

and 32 outputs, and was derived using the techniques

discussed in Section 2.2. The derivation of a 64 channel

analog FFT is discussed in detail in Appendix A and the

resulting circuit diagram is shown in Figure A-5. Each

printed circuit card had 32 analog inputs, one card processed

all of the odd-numbered hydrophones and calculated all of the

odd-numbered sine and cosine Fourier coefficients. The other

card processed all of the even-numbered hydrophones and

calculated all of the even-numbered sine and cosine Fourier

coefficients. This is similar to the approach taken with

some digital FFT algorithms.

The beams formed to the left of broadside are the

complex conjugates of the beams formed to the right of

broadside. Therefore there are only 64 real coefficients

out of each FFT card. To obtain independent beams, a

sine coefficient (si) and a cosine coefficient (ci) are

processed-by a beam ambiguity resolution circuit shown in

Figure 2-5, each circuit puts out two independent beams

X(i) and X(63-i). As discussed in Section 2.2, and shown

in Figure A-5, the 64 channel beamformer outputs a broadside

beam and 62 other beams that have their ambiguity resolved
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so that they look either to the right of broadside or to the

left of broadside. In addition, there is an endfire beam

(represented by C32 in Table A5) that cannot distinguish

between the left and right side of the array. A printed

circuit card with 16 beam ambiguity circuits processes the

64 Fourier coefficients from each FFT card.

The four printed circuit cards comprising the beam-

former, two analog FFT cards, and two beam ambiguity resolu-

tion cards, were rack mounted and wired together through a

back plane. Four printed circuits cards of 16 channels each

for focusing the input data prior to beamforming were mounted

in the same rack.

Each 7"x18" focusing card consisted of eight circuits

as shown in Figure 3-5. As discusseO in Section 3.2, the

circuit in Section 3.5 processes data from hydrophones that

are equidistant from the center of the array (i.e.

hydrophones i and N-i). Because of this particular design,

the focusing cards were capable of only focusing for point

sources at broadside. Using the focusing circuit in

Figure 3-5, 64 channels of focusing require sixty-four 8 bit

words be shifted into the 64 shift registers (SN74174's in

Figure 3-5). These 8 bit words determine the relative phase

shift applied to each input data channel. A Texas

Instruments SR-52 hand calculator and its printer were

interfaced to the focusing cards as a controller. The SR-52

is programmable and programs can be stored on and read from

small magnetic cards, The SR-52 was programmed to calculate

the proper 8 bit binary word for each shift register and to

shift these words into each register in series. Program

parameters, at the operator's option, included the wavelength

of the data, the hydrophone spacing, and the source distance.

The 64 channel analog beamformer system with focusing

consists of four 16 channel focusing cards, an interface

card for the SR-52 hand calculator and its printer, two

analog FFT cards, and two beam ambiguity resolving cards.
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All of the cards were mounted in a small rack and

interconnected through a back plane.

4.2.3 System Tests

The allowable input signal dynamic range was measured

as the difference between the system self-noise and the

maximum allowable signal level. For the circuits tested it

was at least 61 dB. This number is a minimum value; since

the self-noise of the digital voltmeter was at least as large

as the self-noise of the beamformer, the minimum detectable

input signal was bounded but could not be measured.

Since only broadside input data was available, only

the response of the beams in the broadside direction could be

measured. Table 4-1 compares the measured and theoretically-

expected response of each beam at broadside. The

experimental data was taken with a 3-volt peak to peak

100 kHz broadside signal into the beamformer. The response

was measured with a three and one-half place digital

voltmeter. A measured response of -66 indicates that the

beam response was less than the noise level of the meter.

This data indicates that the system computation noise has

probably moved the nulls between sidelobes off of the

broadside direction. A comparison with Figures 2-6 and 2-7

shows that for beams close to broadside, deep nulls do exist

in the broadside direction. It is only for beams looking in

directions quite far from broadside that the null direction

has been shifted off broadside. In Figure 2-6, a shift of

2 near a null can result in better than a 20 dB difference

in the beam pattern's sensitivity. Therefore this data

indicates that the 1x64 beamformer is producing the expected

beam patterns.

The bandwidth of the beamformer is dictated by the

frequency range over which the integration in the beam

ambiguity circuit of Figure 2-5 results in phase shifts that

are close enough to 900 to result in unique output beams.
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BEAM MEASURED RESPONSE (dB) THEORETICAL
Left of Right of RESPONSE
Broadside Broadside (dB)

0 0.0 0.0
1 -59.3 -65.3 -237.9
2 -45.2 -46.2 -240.4

3 -40.2 -59.3 -242.6

4 -44.5 -44.5 -231.8
5 -49.8 -53.3 -229.7

6 -59.3 -59.3 -248.5

7 -53.3 -49.3 -236.6

8 -39.3 -44.5 -233.6

9 -48.4 -45.3 -251.8
10 -66.0 -66.0 -239.5

11 -59.3 -65.3 -236.2
12 -38.1 -38.5 -254.1

13 -51.3 -48.4 -241.5
14 -66.0 -66.0 -237.1
15 -65.3 -66.0 -255.8

16 -66.0 -55.8 -241.5

17 -66.0 -66.0 -238.4

18 -46.2 -48.4 -248.3

19 -38.4 -39.7 -242.6

20 -59.3 -65.3 -239.4

21 -59.3 -49.8 -218.8

22 -43.0 -42.4 -233.0

23 -35.5 -35.5 -227.2

24 -66.0 -66.0 -222.6

25 -66.0 -66.0 -239.8

26 -41.2 -39.7 -239.8
27 -66.0 -66.0 -227.8

28 -45.3 -47.3 -224.4

29 -34.2 -44.5 -220.9

30 -59.3 -55.8 -240.1

31 -36.7 -37.0 -230.6

Table 4-1. Beamformer broadside response to a broadside

100 kHz signal.
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From the derivation in Appendix B it can be shown that if
'. the resulting phase shift, 900+50, is such that sine is small

compared to 1, then unique beams will result. SinO < 0.1

when 6 < 50. Figure 4-13 shows the measured phase shift

resulting from the integration circuit of Figure 2-5. In

this case, for a design frequency of 100 kHz, sine < 0.1 over

a bandwidth of 80 kHz.

The input signal dynamic range for the four focusing

cards was measured to be approximately 45 dB. The DAC's on

the focusing cards were loaded from the SR-52 for an array

with a half wavelength spacing between hydrophones at

100 kHz, and a point source 10 m from the array. A 100 kHz

sine wave was the input signal on all channels. Figure 4-14

compares the expected phase shift on each hydrophone relative

to the two hydrophones closest to the center of the array, to

the measured phase shift at the output of the focusing cards.

There is good correlation between the measured data

and the expected data; the maximum error is approximately

A/24. Some of these errors are due to problems in estimating

the hydrophone-to-hydrophone phase differences from an

oscilloscope. However, a larger portion of the errors are

due to quantization errors caused by using 8 bit DAC's.

These errors could be reduced to any desired level by

increasing the word length used to represent Cie phase

multiplication term in Equation (3-14).
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5. PRODUCTION SYSTEM PACKAGING TECHNIQUES

5.1 INTRODUCTION

In this section the major types of advanced electronic

production packaging techniques will be introduced, briefly

described, and compared to one another with respect to the

packaF'ing needs of the analog FFT beamformer. The four types

of packaging to be discussed are:

a. MSI IC's with resistor chips and capacitor chips

b. Hybrid packages

c. Semi-custom LSI

d. Custom LSI

5.2 TECHNICAL DISCUSSION

By ,ising MSI technology, 4 operational amplifiers may

be put into a 16-pin Dip package. Clusters of 10 to 12

resistors may be put into the same type package, and 6 to 8

capacitors may also be housed in this manner. For

interconnectors, PC board or wire wrap socket board media

may be used.

Using thick film substrate technology, hybrid

circuitry would integrate the operational amplifiers, the

resistors and small value capacitors in a metal can. One

such metal can of 1"xl" size could house 10 operational

amplifiers with 50 associated resistors and 10 small

capacitors. These metal cans would fit into PC board type

media for interconnection.

Semi-custom LSI consists of chips that have a set

number of uncommitted transistors and resistors in one Dip-

type package. For example, a 24-pin Dip could have 40 to 50

operational amplifiers with associated resistors and some

small capacitors. The customer can send the schematics to

the manufacturer and have the circuit laid out, or can

receive a "kit" enabling him to lay out his own LSI circuit

much like a PC board.
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Custom LSI is laid out specifically to the customer's

9needs and can vary in package type, size, internal
components, etc. depending'upon the customer's requirements.

A comparison of these four different types of

packaging systems for a 1x64 analog beamformer system first

shows that they all can meet tie following requirements:

1-2 MHz bandwidth, 2-3 V/ps slew rates on the operational

amplifiers, noise floor 60-70 dB down, component tolerances

of 0.5% absolute and 0.1% relative for resistors, and ample

dynamic range. All packaging systems can be second-sourced

although it is sometimes difficult to find multiple sources

for custom LSI.

Table 5-1 compares power, size of packages, minimum

production levels and overall cost for the four different

types of systems. The data in Table 5-1 can easily be

extrapolated to other size beamformers. For example, the

size, power and number of chips for a 16 channel beamformer

are one-fourth of that shown in this table; the cost for a
16 channel beamformer are given in the table. In this

example, the cost does not quite go down by a factor of 4 in

the MIS and hybrid systems. This is because of one-time

fixed costs on things like checkout, PC board design and

chip design on hybrid systems, even though fixed costs are

amortized over 120 systems because of the minimum 1000-chip

order for hybrids.

In semi-custom and custom LSI the cost does drop by a

factor of four because of the increased number of systems -

5000 and 10000 - used to amortize prices, and because most

of the cost is in the unit price of a chip.

5.3 CONCLUSIONS

System costs and power dissapation seem to drop

drastically when semi-custom or custom LSI are used, but

this means a minimum of 1000 systems. If the 2500 system

level is met, custom LSI may be used and the semi-custom LSI
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Custom LSI is laid out specifically to the customer's

9needs and can vary in package type, size, internal
componeits, etc. depending'upon the customer's requirements.

A comparison of these four different types of

packaging systems for a 1x64 analog beamformer system first

shows that they all can meet te following requirements:

1-2 MHz bandwidth, 2-3 V/us slew rates on the operational

amplifiers, noise floor 60-70 dB down, component tolerances

of 0.5% absolute and 0.1% relative for resistors, and ample

dynamic range. All packaging systems can be second-sourced

although it is sometimes difficult to find multiple sources

for custom LSI.

Table 5-1 compares power, size of packages, minimum

production levels and overall cost for the four different

types of systems. The data in Table 5-1 can easily be

extrapolated to other size beamformers. For example, the

size, power and number of chips for a 16 channel beamformer

are one-fourth of that shown in this table; the cost for a

16 channel beamformer are given in the table. In this

example, the cost does not quite go down by a factor of 4 in

the MIS and hybrid systems. This is because of one-time

fixed costs on things like checkout, PC board design and

chip design on hybrid systems, even though fixed costs are

amortized over 120 systems because of the minimum 1000-chip

order for hybrids.

In semi-custom and custom LSI the cost does drop by a

factor of four because of the increased number of systems -

5000 and 10000 - used to amortize prices, and because most

of the cost is in the unit price of a chip.

5.3 CONCLUSIONS

System costs and power dissapation seem to drop

drastically when semi-custom or custom LSI are used, but

this means a minimum of 1000 systems. If the 2500 system

level is met, custom LSI may be used and the semi-custom LSI
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price is cut in half. At LSI level, wiring, cost of PC

board and unit chip prices comprise most of the cost. Fixed

costs are amortized out to insignificant values at these

system quantities.

At small system quantities - 1 to 30 - it seems that

hybrid and MSI chip structures are close in cost and one

seems to show little advantage over the other. Both are in

ranges of 6 to 12 times the cost of the semi-custom LSI and

custom LSI respectively.
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6. TECHNOLOGY APPLICATIONS

6.1 INTRODUCTION

This section discusses potential applications for the

technology described in this report. Section 6.2 discusses

this technology as applied to underwater beamforming.

Section 6.3 discusses underwater acoustic imaging.

Section 6.4 discusses using the focusing card technology for

a waveform simulator.

6.2 UNDERWATER BEAMFORMING

The analog FFT %tial filter can be used as a

hydrophone beamformer for several array configurations. As

discussed above, this type of beamformer is simple, small,

inexpensive, has low power dissapation, low computation

noise, high data throughput rate, and is easy to maintain.

It can be made for arrays of 2m3n5
P by 2q3r5s hydrophones.

The particular choice of hardware implementation and hardware

component tolerances would depend upon the particular

beamformer application such as a sonobuoy, a long fixed

array, or a long towed array.

The design and performance details of this application

are discussed in Sections 2 and 4 and in Appendices A and B

of this report.

6.3 UNDERWATER ACOUSTiC IMAGING

As discussed in Section 4, a two-dimensional

underwater acoustic imaging system with 225 resolution cells

has been built and successfully tested using this technology.

The major trade-off in designing such a system is its size

and cost versus its spatial resolution.

Two application areas that have been identified and

aggressively investigated for underwater acoustic imaging

are high value target surveillance, ane providing mcving

pictures of work operations being conducted in turbid waters.
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Potentially, the performance improvement over other

t'u technologies in both of these areas is very high. However,

both of these applications require relatively high spatial

resolutions and therefore relatively high costs for a

prototype development.

6.4 WAVEFRONT SYNTHESIZER

The testing of sonar receivers often requires the use

of synthetically-generated off-broadside data. However, the

cost of generating such data is usually prohibitively

expensive and few such waveform simulation facilities exist.

The technology used in developing the focusing subsystem, as

discussed in Section 3, provides a cheap, flexible approach

to developing waveform simulators that could be used to

interface to the input channels of a sonar receiver or could

interface to general purpose computers for testing software

array processing algorithms.

As discussed in Section 3, the circuit shown in

Figure 3-2 phase shifts the analog output signal relative to

the input signal by multiplying the inout signal by a complex

filter coefficient. The filter coefficients are calculated

by a digital controller (an SR-52 programmable hand

calculator in this case) and fed into the shift registers.

For N input channals, N such circuits are required; each

shifts the input data by a different amount.

If an N channel signal with a desired source direction

and structure, i.e. plane wave, etc., is required then 2N

coefficients are calculated and shifted into the

corresponding shift register by the controller. A single

channel of broadside signal is fed into all of the input

channels svrultaneously and N channels of the desired analog

signal waveform are available at the system output. If an N

channel system is built, it can be used for applications when

only n channels, n<N, are required, where the number of

channels used, n, is a software operating parameters

controlled by the operator.
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Such a system would be small, inexpensive, and of

L}I potentially great utility to Navy sonar processing test

programs.
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7. CONCLUSIONS

The feasibility of using two-dimensional hard-wired

analog FFT beamformers as spatial filters to produce

television-like images using sound waves in water has been

demonstrated:

0 Beamformers employing this technology can be

tailored to fit most array sizes, either one- or two-

dimensional.
* The circuitry is inexpensive, reliable, compact,

and requires very low power.

* Very high throughput rates per channel are

achievable.

Focusing circuits employing this technology have been

designed, built, and laboratory tested:

* The potential use of the focusing circuit design

as a wavefront synthesizer is practical.

* A system, if built, would be small in size,

inexpensive, and of great utility to U.S. Navy sonar

processing developi int and test programs.
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APPENDIX A

U ANALOG FFT CIRCUIT DERIVATION

FOR

32 CHANNEL AND 64 CHANNEL BEAMFORMERS

This appendix demonstrates the derivation of the one-

dimensional analog FFT circuits for 32 and 64 inputs in

Section 2.1 fo.L 16 inputs.

The reader should notice that the algorithm

derivation demonstrated here is actually just a radix 4

decimation in frequency approach. However, the real and

imaginary portion of the complex filter coefficients are

considered separately and this results in a net savings in

the number of analog multiples required.

The discrete Fourier transform is given by

N-1 2w
_jk-kn

X(k) - x(n)e k-0,1,2,...,N-1 (A-i)

n-O

N-1

- x(n) cos 2wkn - J sin n (A-2)

n=O

k-O,1,2,...,N-I

where X(k) is the output beam, k; N is the number of input

channels or hydrophones; and x(n) is the time trace of data

received by the nth hydrophone.

It can be shown that if the input data x(n) is real,N
only N independent output beams will be formed. That is

X(i) will equal the complex conjugate of X(N-I-i). This
2-j -kn.follows from the following properties of c N

A-1



i jN kn -j N (N-n)(A3= C (A-3)

-j-kn .-jN--k(N+n) -jiN-(k+N)n
CN = N = (A-4)

While this appendix will only demonstrate the
approach for N=32 and N-64, it should become obvious to the
reader that the technique will work any N = 2 ksm5n where

k,m,n = 0,1,2,..., and that the analog implementation shown

here will give reasonable results as long as the number of

inputs to each operational amplifier is kept small.

N-32 Channels

For N=32, Equation (A-2) becomes

31

X(k) = x(n) cos jkn -J sin i-kn (A-5)

n=0

For k=, cos -n equals 1 for n=O; equals w for n-1;

equals v for n=2; etr., where w,v, etc. are the values shown

in Figure A-1. For k=i, cos --kn equals 1 for n-0; for n-.,

cos -j-k = cos ygi equals the value i terms counterclockwise

from 1 in Figure A-1. That is, if i=2 then cos T-i = v; if

i=3 then cos L-i = u; and so on. For n=2, cos w i2 equals

the value 2i terms counterclockwise from 1, and so on for

all n<N-1.

The values of sin I.kn follow from Figure A-1 in the

same manner that the cosine values did except that they

begin at zero for k,n=O and go countarclockwise depending on

the values of k and n.

Let the 32 input channels x(n), n = 0,1,...,31-be

presented by capital letters as shown at the top of

Figure A-2, where x(O)=A, x(1)=B, x(2'=C, and so on. The
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IW wi
q

P q r q

-p -P
-q

S S

-V - V-w -IW

Figure A-i. Determination of the samples 0, ±p, ±q, ... , +1

of the first 32 functions of the Fourier

series. p=sinw/16, q-sinw/8, r-sin3w/16,

s-sinn/4=r/2, u-sin5w/16, v-sin3w/8,

w-sin7w/16.
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k x(n) A 8C 0L F 6 K M 4N 0 p R S IU VW XYZA8CDEF
0 (1/M ~f(O*X) I ti I I I I I I I 1 i - -1I .1 1 1 1 1 I 1 Li 1 i- -- L
1 sin nir/16 I I I I 1 1,~-1- 'S -u-w-w -v u s

I osn~/161. ,1 1-1 ,~. P q S -u I wi V vu-s r *0ocsnr6wv u S r q p I TTl III i T 
2 sin nr/8 .iIt I q' V v - alv S Pfl~ I qv VsqI S ii
2 cos nr/8 I! 1 9vv. S 1 I I iV -S'~11.C 'Iil '~S v V S S-v- sn3 sin n3r/I6 ui~i q W-S -W v r1

4 cos n3r/ 1 -u sls jt iS il w--0j S--

f~ v s w v rJ4 sin nni/8 I S -I- 1 j S I-I I 0' 0 1- 1S -6~v 1 I,611 1vi T~ Tfcos n37/4 0 I V S S ai S -1- 0~I -q I S S-r l I S1 f Iq SI 0 T S n 'Iv TT-S
5 sin n~ir/16 ~ -- S - - 1-I -t I Jq ww~ S- v~, I rqr I r I V r I ?-I *- 0 uYT7 0 V -r LiO T I st I wq w 1- ' TI aw

v u I I w I T- u s p

6 sin n97r/168$ _1 "V -S i.-9 *wV. ~ - L0L L
* 01 WT 1  J p qI

10 csin 3r/8 L ' V- Il v SV -1J- S -- Oi* I Lv~ i V Iv s v U- T q v I S v Til'v sq fq- w,
10 wo T5r8 1 I T l I s- - - s f -v -v-I- v r q w 1 [u SE Ir p0 sq r S u T -

14011 sifn lr/6 Cu 0~ 1~ i 0- [,V)

18 cos nhll/1 o-~ -ii i- 0- 0V L 0 L1 IW~ 0 V 1 U j4 4
I I~ -V -uqr fs f ~ r12 sin n~ir/4 I -r --o-+4 s i 1 Ll :S wL9LLA

12 ccs n97r/46 Ls I-Il -su 4 ~ w~L 0 1 -o -I -j-s U L -V +)
13 sin nl5ir/16 --V j-O 0wCr T ~ 1 q S I v1 v T s~ qj [~4 t----13 cos nl5ir/8 1 F-7 -- $I -{ -I q w*T w~t l i ~ - ~ j V [

14 si nv/ 0- & 4 JS~- f1 i

t q q r r I I qv j q q s4V-H 011 sin::~ nl~/6- I I- T4~~ 1 -Q'ff -r ;:ri-s ld 1 +I -u01 1-I w - ' 71



(

values of the sine and cosine terms in Equation (A-5) that

multiply each x(n) for each beam k are shown in Figure A-2.

This is shown'in matrix form in Table A-1. Table A-2 takes

advantage of some of the symmetry in Table A-i, by grouping

four input channels multiplied by the same value of the

trigonometry terms together. Table A-3 groups the terms in

the upper portion of Table A-2 together to form four sums of

four terms each. An analog circuit for implementing

Table A-3 is shown in Figure A-3. The input signals at the

left side of Figure A-3 correspond to the inputs at the top.
of Table A-1. The outputs from the first stage of
operational amplifiers corresponds to the sums at the top of

Table A-2, while those of the second stage correspond to the

sums at the top of Table A-3. The outputs of the last stage

of operational amplifiers correspond to the final sums

indicated by the lower portion of Table A-3.

N-64 Channels

For N-64, Equation (A-2) becomes

63
X(k) - x(n) cos kn- J sin kn] (A-6)

n=O

k-O,1,2,...,N-1

The values of the filter coefficients in

Equation (A-6) are shown in Figure A-4. Table A-4 shows

Equation (A-6) in a matrix format. Table A-5 shows the
first level of simplification resulting in the first stage

of operational amplifiers. Table A-6 shows the result of

making four sums of four inputs each for the second stage of

operational amplifiers providing a weighted sum of four of

the outputs from the second stage of operational amplifiers

is indicated by the lower portion of Table A-6.

An analog circuit implementing Table A-6 is shown in

Figure A-5.
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Figure A-4. Determination of the samples 0, ±i, ±J,..,1

of the first 64 functions of the Fourier series.

i-sinir/32, J-sinw/16, k-sin3ir/32, m-sinir/8,

n-sin5w/32, p-sin3ir/16, q-sin7ir/32, r-sinw/4n 2/2,

s-sin4ii/32, u-sin5r/16, v-sinllw/32, w-sin3r/8,

xsill3l/ 32, y-sin7ir/16, z=sinl5t/32.
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APPENDIX B

BEAM AMBIGUITY RESOLUTION

This appendix derives the beam pattern output of a

line array of N equally spaced hydrophones. The input

channels are assumed to be processed with a discrete Fourier

transform filter, and the left-right beam ambiguity is

resolved by phase shifting the transformed imaginary term by

900 and adding it to the corresponding real-term as

discussed in Section 2.3.

The discrete Fourier transform of the N input

channels as implemented by the analog FFT circuit is given

by

X(k,t) E x(n't) C k-O,1,2,...,N-i (B-i)

n-O

N-1 N-1

- (nt) cos 2Ikn -j x(n,t) sin kn (B-2)

n=O n-O

where n is the input channel index and k is the output beam

index.

If the input data is real, then beam k will be the

complex conjugate of beam (N-k-i). That is

X(Pt) - X(Qt) (B-3)

where

N-1 N-1

X(Pt) = x(nt) cos §Pn +J x(n,t) sin NPn (B-4)

n=0 n-O

B-1



N-i N-1
k X(Q't) = x(n,t) cos F-Pn -J x(nt) sin §g!Pn (.-5)

n-O n-O

where P-k and Q - N-k-i.

The beam ambiguity resolver circuit of Figure 2-5
integrates the imaginary term in Equation (B-4) or (B-5) and

adds it to the real-term to obtain the following output

beams:

X(P't) - x(n,t) cos n + x(n,t) sin n dt

(B-6)

X(Q~t) x(n,t) coo R~N x(n,t) si rN dt

n'O

(B-7)

Assuming that the input signal is some general
narrowband signal as

x(n,t) - cos [wt + *(n)] (B-8)

and that the integration of this signal is amplitude scaled
such that

f(nt)- sin (wt + f(n)] (B-9)

then by substitution and by bringing the integral signs
inside the summations, Equations (B-6) and (B-7) become

B-2



N-1

0 X(pt) C os [wt + (n) CoB ,-Pn

N-1n-0

N-1+ Z sin [wt + O(n) sin -!Pn
nO

X(Qlt) * Cos [wt + o(n)]I cos ifffn

n-0

N-1

- sin [wt + O(R)] sin 2 Pn (B-11)

n-0

By using standard trigonometry identities,

Equation (B-10) becomes

N-1

X(P't) = Cos wt+ *(n) - hwt(B-12)

n-0

For uniformly spaced hydrophones and plane waves

(i.e. O(n) - no) this becomes

N(I2

r N-1 2p sin ,ii' - M-I
X(P't) - Co 17t + sin( -1 0 2 (B-13)

The beam pattern function for this beam becomes

__(__ r )] INsin [I - .2-L/ cos [wt + " }_ /

NN sin [ j LP)/2] Nj

(B-14)

B-3



which Urick shows is the beam pattern function expected for

a line array of uniformly spaced hydrophones. The main beam

pointing direction for Equation (B-14) are those angles, t,
2wfor which t - -P.

Following the same approach, Equation (B-11) can be

shown to equal

N-1

X(Q~t) - Cos [wt + + .Ln](-)

n-0

The beam pattern function for Equation (B-15) is

[iLj [,i:n[",2 .] Cos [wt + 2w

(B-16)

Equation (B-16) has main beam pointing directions, f, equal

to - 2r

Therefore, the ambiguity resolution circuit of

Figure 2-5 will resolve the ambiguity of beams on opposite

sides of broadside, forming N unique beams for a beamformer

with N input channels of real data.

t
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